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Abstract 
 
The variation of air quality has strong nonlinear characteristics, so it is difficult to obtain accurate analysis results. In order to 
overcome this defect, this paper introduces the Coulomb force theory into the density peak clustering (CDPC), and builds a new 
method for air quality analysis which is characterized by data similarity detection. We test the proposed algorithm in the 
experimental dataset and compare it with other most advanced algorithms. The simulation results show that the proposed algorithm 
has better clustering performance. We use Changchun air quality data as an example to verify the practicality of the method and to 
provide an effective tool for air quality analysis. We apply the artificial intelligence theory to the air pollution research field, and 
realize the interdisciplinary integration to provide a new method for the air quality analysis field. This method provides a new 
technology and solution for the construction and planning of smart city, and it has certain practical value to provide effective 
reference basis and intellectual support for the innovation and management of smart city. 
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1. Introduction 
 

The quality of atmospheric environment is 
deeply involved in human health and lives. Air quality 
analysis has gradually become the focus of pollution 
prevention. Air quality is an essential element of a 
smart environment (Boncescu and Robescu, 2017; 
Graiia and Gago, 2018). Changes in air quality are one 
of the most basic guidelines for properly evaluating 
intelligent cities. By observing the change of the daily 
air quality index of the city, we can clearly understand 
the present situation of the development of the smart 
city (Pop et al., 2018). Cluster analysis technology is 
a technique used in statistical data analysis, mainly in 
machine learning, data mining, pattern recognition, 
image analysis, and bioanalysis (Abirami and Chitra, 
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2019; Amruthnath and Gupta, 2018; Bradley et al, 
2019; Hajarolasvadi and Demirel, 2019). This paper 
use cluster analysis technology to cluster the air 
quality index of Changchun of Chinese. So as to 
analyze the construction of Changchun in the past five 
years smart city processes, the environment changes 
and put forward rationalization proposals (Dai et al., 
2019). 

The goal of smart city is maximize optimize the 
city function, promote economic growth and improve 
the urban residents quality life by using intelligent 
technology and data analysis (Gaur et al., 2015). In the 
process of constructing smart city, the improvement of 
smart environment is also crucial. Smart cities can 
leverage resources and sensible technologies to 
perceive, analyse and aggregate critical information in 
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the core processes that run cities (Wenge et al., 2014). 
So that the intelligent response to people welfare, 
pollution, social safety, urban management, 
commercial activities and other needs, to create a 
better city life for humans (Afify et al., 2020; Parmar 
et al., 2018). Consequently, it is important to use 
effective cluster analysis technique to analyze air 
quality (Dragomir et al., 2019; Florea et al., 2019). 

Cluster analysis, as an essential data mining 
skill, is used in the classification process where one 
does not need to give any pre-determined criteria for 
classification and it can be done automatically from 
the specimen datum. The varying techniques used in 
cluster testing often bring about diverse conclusions 
(Afrasiabi et al., 2019, 2020; Altintas and Ber, 2001; 
Chattopadhyay et al., 1991; Wegener et al., 2019). In 
clustering analysis technology, many kinds of 
algorithms are often used, such as DPC (density peak 
clustering) (Rodriguez and Laio, 2014), AP (affinity 
propagation clusering) (Frey and Dueck, 2007), K-
means (Hartigan and Wong, 1979) algorithm and so 
on. DPC as a new algorithm proposed in 2014, can 
effectively cluster the data by calculating and 
analyzing the distance δ and local-density ρ to 
determine the cluster center point. Data points 
belonging to the same cluster have higher similarity 
(Zhang et al., 2018). 

DPC algorithm has some limitations in the 
process of clustering data, among which unclear 
identification of clustering centers and outlier 
detection are the two main limitations (Chen et al., 
2016; Shi et al., 2018). The DPC algorithm clustering 
process usually needs to combine decision graph and 
γ graph to judge the cluster center points (Parmar et al., 
2019). In most cases, the class centers can be judged 
by the decision figure. Even when the class centers in 
the figure are not clearly displayed, it can be well 
judged by γ graph (Buczak and Guven, 2015; 
Mehmood et al., 2016). This may lead to errors in the 
classification of data in the datasets (Cai et al., 2015; 
Role and Nadif, 2014; Wang et al., 2019). Therefore, 
it is necessary to strengthen the recognition ability of 
clustering centers . Outlier discovery process is the act 
of finding outliers in the clustering process. In 
practice, outliers can destroy the clustering effect of 
data and affect the prediction (Palm et al., 2018; Wei 
et al., 2018). Therefore, it is necessary to strengthen 
the outlier detection of the algorithm. 

In recent years, intelligent cities have received 
more and more intense focus because of its highly 
intelligent, information and other characteristics. With 
the processing of smart city construction, smart 
environment is an essential part of smart environment 
construction (Kilic et al., 2018; Lei et al., 2017; 
Labianca et al., 2018; Pejic et al., 2017). The quality 
of an urban environment is an important evaluation 
criterion for the success of smart city construction 
(Năstase and Șerban, 2019). The assessment of 
environmental quality is usually measured by the 
quality of air (Dutta and Banerjee, 2019; Fan et al., 
2016; Li et al., 2019; Sanchez-Fernandez et al., 2016). 
If there is a good clustering algorithm to provide 

technical help for air quality analysis, it will be of 
great help to smart environment analysis. 

From the above issues, a novel density peak 
clustering algorithm based on Coulomb force theory 
(CDPC) is proposed in this paper. We have tested 
multiple classical datasets using CDPC algorithm to 
prove the feasibility and correctness of the new 
algorithm. Compared with DPC and other algorithms, 
CDPC overcome the problem of unclear cluster 
centers recognition and limitation of outliers 
detection. The main relevancy of this paper are as 
follows. Firstly, the Coulomb force theory is 
introduced into DPC algorithm to optimize the γ graph 
to enhance the recognition ability of the cluster center. 
Secondly, improved ability to detect outliers. Finally, 
the new algorithm provides more reliable technical 
assistance for the building of intelligent environment 
in Changchun during the past five years. 

 
2. Materials and methods 

 
This paper introduces Coulomb force theory 

into DPC algorithm, and then forms CDPC algorithm. 
This algorithm perfectly incorporates the Coulomb 
force theory into the local density metric of the DPC 
algorithm. The similarity between the data is 
measured by modeling the data as static charge in the 
magnetic field and calculating the Coulomb force. 
Coulomb forces can be widely applied in many fields. 
CDPC algorithm have the following assumptions: (1) 
the total value of similarity between the cluster center 
and the data points except itself is larger than that 
corresponding to the other data points in the cluster 
which it belongs; (2) data points can be assigned to 
clusters of data points with large total value of 
similarity. CDPC algorithm includes three main steps 
in execution. Firstly, calculate density and δ values for 
all points in the dataset. Secondly, generate Coulomb 
force decision graph and γ graph. Thirdly, form data 
clusters with Coulomb force. In Table 1, we show the 
list of full-text nomenclature. 

 
2.1. Calculate the local density of all data points in the 
dataset 

 
In the same way as DPC, we calculate their 

local-density ρ adapting a typical intercept dc and rank 
ρ values in descent order, as follows Eq. (2): 
 

),(tan jiij nodenodecedisd =  (1) 
 

∑ −×= )()( cjiji ddxχρ    (2) 
 

If x>0, χ(x)=0, if not, χ(x)=1, and dc is the cut-
off distance defined manually by the user. Another 
local density nodei presented as follows Eq. (3): 
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The distance δ can be defined as follows Eq. 
(4): 

 1854 



 
An analysis of air quality with density peak clustering and coulomb force theory 

 
 

{ }
{ }


 >∃

=
otherwised

jifd

ij

ijij
i max

,,min ρρ
δ  (4) 

 
Table 1. Nomenclature list 

 
Abbreviation Terminology full name 

AP  Affinity propagation clusering 
CDPC  Coulomb force density peak clustering 
DPC Density peak clustering 

dij  Euclidean distance  
dc Cut-off distance 
F  Coulomb force 

Fm F-measure indicator 
K-Means K-means clustering 

k  Coulomb constant 
Fij The similarity between two data points 
Fi The sum of similarity for every point in the database 
Kij The weight of similarity 
qi The charge amount of the i-th charge  
qj The charge amount of the j-th charge 
R The distance between two charges 
Sil Silhouette indicator 
γi Cluster center point judgment parameter 
δi Distance of data points 
ρi Local-density 
ρmax  Maximum local-density 
ρmin Minimum local-density 

 
2.2. Generate Coulomb force decision diagram and γ 
diagram 

 
Coulomb law states that the interaction 

between the charges of two stationary points in a 
vacuum is reversely correlated to the square of the 
length and proportional to the product of the electric 
quantity. The direction of the force is on their line. The 
coulomb law is shown in Eq. (5): 
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r

qq
kF ji ××=  (5) 

 
F is the Coulomb force between two stationary 

charges; and k is the coulomb constant; qi is the charge 
amount of i-th charge; qj is the charge amount of the j-
th charge; and r is the distance between two charges. 

Coulomb law inspired the idea that the points 
of a dataset could be imagined as static charges in a 
vacuum. So that the similarity between data points can 
be measured by calculating the Coulomb force. The 
greater the coulomb force between two data points, the 
greater the similarity between them and the greater the 
possibility of belonging to the same cluster class. A 
local density can be replaced by a Coulomb force F. 
From Eq. (7) and Eq. (8), Fi > ρi, so the points of the 
data move to the right in the decision diagram as a 
whole. By γi = (Fi × δi) leads to an increasing value of 
γi, which highlights the clustering centroids and 
outliers near the y-axis even more, thus making the 
clustering effect more accurate. Hence, there is a more 
precise way to measure cluster centers and outliers in 
this paper. A mapping between Coulomb force theory 
and the parameters of DPC are shown in Table 2. In 
the Table 2, we can use Eq. (6) to calculate the 

Coulomb force between two data points, that is, the 
similarity between two data points. 
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Further, find the sum of similarity for every 

point in the database Eq. (7): 
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In Eq. (7), the Kij is the weight of similarity, the 

value of Kij is defined as Eq. (8): 
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Table 2. Mapping between Coulomb force theory and 

the parameters of DPC algorithm 
 

Parameters from 
Coulomb force 

Parameters from 
DPC Equations 

qi ρi Eq. (2) or Eq. (3) 
qj ρj Eq. (2) or Eq. (3) 
r dij Eq. (1) 

 
From the road network model and its 

application (Cai et al., 2015), we can know that the 
local-density of area where the points are located 
closely affects the similarity between the points. The 
closer the local-density of two different data points,  
the higher the similarity. Therefore, the similarity 
weights k is used to represent the local connectivity of 
spatial datasets. In Eq. (8), (ρi-ρj)2 is used to represent 
the square of the local density difference value of 
different data points, which is inversely proportional 
to its corresponding similarity, so it is used as the 
denominator. The ρmax-ρmin is introduced to provide a 
uniform measure of the local density difference values 
of different data. The similarity weights are inversely 
proportional to the difference in density size between 
different data points. 

At the beginning of clustering, we do not know 
that the whole dataset can be divided into several 
classes numbers. So at first we default that the data in 
the entire dataset is the same class. Then we stipulate 
that the similarity weights are calculated by Eq. (8). In 
fact, for the data belonging to the same cluster, the 
local density difference satisfies the inverse ratio 
condition. While for different clusters, the local 
density difference does not satisfy the inverse ratio 
condition. However, because the distance between the 
points in the same class is small and the distance 
between the points in the diverse class is large. 
According to the Eq. (6), the similarity about two 
points of same cluster is much larger than that between 
the two data points of different clusters. In a word, 
after adding the similarity weight, the similarity of 
points of the same class is still larger than that of 
points of different classes. Therefore, depending on 
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the criterion of Eq. (8), we can still distinguish 
whether two points pertains to the same class. Finally, 
the total of the force of each point and other nodes 
except itself through Eq. (7), also called the sum of 
similarity. The greater Fi of the total similarity index 
of the point, the better the mutuality between the point 
and these nodes in its dataset. Therefore, the better the 
value of similarity sum, the more likely the point is the 
cluster center. 

In Fig. 1, we show how the calculation of the 
local density of data points can be improved by 
introducing Coulomb force theory. First, we 
hypothesize each data point as an electric charge. Then, 
we calculate the similarity between data points xi and 
xj, i.e., Fij in Fig. 1, by Eq. (6). Further, the local 
density of data point xi, i.e. Fi in Fig. 1, is calculated 
by Eq. (7). 

 

Fi

xi
xjdij

Fij

 
 

Fig. 1. Calculate the local density of data points by using 
coulomb force theory 

 
In the DPC algorithm, for those cases in which 

the cluster center can not be judged in the decision 
graph, a formula is given to combine ρ value with δ 
value as follows Eq. (9): 
 

)( iii δργ ×=  (9) 
 

In the CDPC algorithm, we changed γ 
calculation method to the follow Eq. (10): 

)( iii F δγ ×=                                                    (10) 
 
where δi= minFj >Fi (dij) or δi=maxFmax(dij).  

Similar to the DPC algorithm, the greater γi  
 

value, the more possibly it is to be the cluster center 
point. In summary, we use Fi as transverse axis and δi 
as longitudinal axis to form the decision diagram. 
Using the newly defined γi parameters we can draw  
the γ graph. 

 
2.3. Form data clusters with Coulomb force 

 
Clustering based on Coulomb force theory is 

done by detecting clustering centers based on 
Coulomb force and distance. First, the cluster center 
points of a class are detected by its reasonable high 
coulomb force and distance. Second, any data points 
can be assigned to a corresponding cluster. Finally, the 
outliers can be identified by their relatively high 
distance, relatively low Coulomb force.  

For the CDPC algorithm, we classify the 
outliers into a separate category, and the cluster 
classes to which the outliers belong also have their 
"cluster centers". The γ values of the clustering 
centroids of the outlier points are much smaller than 
those of the normal clustering centroids. 
 
3. Results and discussion 
 
3.1. Experimental data 

 
In order to maintain the integrity of the 

simulation experiment, the test environment is 
Windows10 system, Intel Core i7 processor and 
MATLAB2016a programming language 
environment. In this paper, six groups of synthetic and 
real-world datasets are selected, and the datasets are 
shown in Table 4. 

 
3.2. Evaluating indicator 

 
For the purpose of test the effectiveness, 

Silhouette (Sil) and F-measure (Fm) index, are utilized 
in the test to analyze the clustering performance of the 
updated approach. 

 
Table 3. The details of CDPC algorithm flow 

 
Algorithm 1 The CDPC algorithm. 

Require: Initial data points xi, dc 
Ensure: Accurately identify all clusters and outliers  

Step 1: 

Compute local-density ρ and distance δ values for all data points in the dataset 
1.1 Compute dij by distance equation 

1.2 Sort dij in the ascending order 
1.3 Determine the cut-off distance dc by using the DPC principle. 

1.4 Compute ρi by Eq. (2) or Eq. (3) 
1.5 Put all local density ρi in the descending order 
1.6 Calculated distance δi values based on (Eq. (4) 

Step 2: 

Generate coulomb force decision diagram and γ diagram 
2.1 Compute coulomb force by Eq. (7) 

2.2 Compute γ values by Eq. (10) 
2.3 Form the decision graph with distance δ and coulomb force F; form γ chart with newly defined γ 

Step 3: 

Form data clusters with coulomb force 
3.1 Assign the value of the coulomb force to all data points 

3.2 Identify normal cluster centers and outlier clusters centers 
3.3 Iterate until all data points are clustered 
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Table 4. Experimental datasets 

 
Datasets Points Dimensions Clusters 
Flame 240 2 2 
Spiral 312 2 3 

Aggregation 788 2 7 
D1 87 2 3 
Iris 150 4 3 

Wine 178 13 3 
 

Suppose there is a sample set D={x1, x2,..., xn}, 
which includes n sample points, and these sample 
points are divided into k clusters Ci (i=1, 2,..., k). a(i) 
is the average distance between a sample and other 
samples in its cluster, reflecting the degree of cohesion. 
b(i) is the average distance between a sample and other 
cluster samples, reflecting the degree of separation. 
Then the contour coefficient of the i-th object is in Eq. 
(11): 

 

{ })(),(max
)()()(
ibia

iaibiSil −
=  (11) 

 

The mean value of Sil(i) of all samples is called 
the contour coefficient of the clustering result, which 
is a measure of whether the clustering is reasonable 
and effective. The value of the contour coefficient of 
the clustering result is between [-1, 1]. The larger the 
Sil(t) value, the more compact the cluster and the more 
scattered between the clusters, the better the clustering 
effect. The Fm value is an exterior index combining 
the exactitude P and the recall rate R. For real cluster 
Pj and clustered cluster Ci, the formulas for calculating 
the exactitude P and recall rate R are shown in Eq. (12) 
and Eq. (13): 
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The formula for the F-measure indicator is as 

shown in Eq. (14): 
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The value of Fm indicator is in the range [0,1]. 

The greater the Fm index, the higher the clustering 
performance. A weighted average of the F-measure 
values of all clusters gives the F-measure value of the 
entire clustering result (Eq. 15): 
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j CPF
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P

F ∑=  (15) 

 
As shown in Table 5, the Sil index value 

obtained by CDPC algorithm are almost the same as 
that obtained by DPC algorithm. Compared with K-
Means and AP algorithms, except for the big 
difference in the Sil index values which obtained from 

the data clustering of Flame and Spiral datasets, the 
index values obtained from the other four datasets are 
basically flat. The Sil index of D1 dataset shows NaN, 
indicating that AP algorithm cannot obtain effective 
clustering results for D1 dataset. However, other 
algorithms get good results in this dataset. This shows 
that the CDPC algorithm is robust to the processing of 
different datasets. 

As shown in Table 6, the F-measure index 
value obtained by CDPC algorithm are almost the 
same as that obtained by DPC algorithm. Also, the 
CDPC algorithm yields overall higher F-measure 
values than K-Means and AP. Therefore, it can be 
shown that the CDPC algorithm has a high clustering 
accuracy. 

 
3.3. Identifying the cluster centers accurately and 
clearly 

 
Compared with the DPC algorithm, the 

CDPC algorithm can identify the cluster centers more 
accurately and clearly through decision graph and γ 
graph, and then can cluster more accurately. 

As shown in Fig. 2, for the Iris dataset, the 
decision graph of both DPC and CDPC is difficult to 
identify the cluster centers. The specific number of 
cluster centers can not be determined. But when we 
combine the γ graph to judge, we can find that the 
CDPC algorithm is very clear to judge that there are 
three center points, while the DPC algorithm 
determines that there are only two cluster center 
points. The final result graph shows that the CDPC 
algorithm achieves correct clustering of Iris dataset. 

 
3.4. Identifying outliers accurately 

 
Compared with DPC algorithm, K-means 

algorithm and AP algorithm, CDPC algorithm can 
accurately identify the outliers in some datasets. The 
CDPC algorithm can identify the outliers in the upper 
left corner of the Flame dataset as shown in Fig. 3. As 
shown in Fig. 4, the DPC and CDPC algorithms are 
able to cluster both Spiral and Aggregation datasets 
correctly. Therefore, CDPC can achieve the same 
effect as DPC to achieve correct clustering for 
different types of datasets that do not contain 
anomalies. Based on Coulomb force theory, CDPC 
algorithm is proposed. The algorithm identifies 
clustering centers and outliers by Coulomb force. 

We have evaluated the new algorithm through 
experiments on different datasets. Simulation tests 
show that the CDPC algorithm has the following 
functions: 
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(a) (b) 

  

  
(c) (d) 

  

  
(e) (f) 

 
Fig. 2. Identify the cluster centers accurately and clearly by CDPC in Iris dataset: (a) γ graph of DPC, (b) γ graph of CDPC, (c) 

decision graph of DPC, (d) decision graph of CDPC, (e) clustering result of DPC (cluster1 is green,cluster 2 is brown), (f) 
clustering result of CDPC (cluster1 is green,cluster 2 is brown, cluster 3 is yellow) 

 
Firstly, generate γ graph that make it easier to 

accurately identify the quantity of clustering centers; 
secondly, identifying outliers accurately; finally, 
processing different types of datasets effectively. 
Based on the original DPC algorithm, this paper use 
Coulomb force theory to enhance the performance of 

the original method. We change the transverse axis of 
the decision graph of the DPC algorithm from local 
density to Coulomb force and change the calculation 
method of parameter γ to the one shown in Eq. (10). 
So as to identify clustering centers and outliers more 
effectively. 
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Table 5. Sil index in different datasets 
 

Clustering algorithms  Sil 
Flame Spiral Aggregation D1 Iris Wine 

K-Means 0.5815 0.5317 0.7068 0.7331 0.7355 0.8214 
AP 0.5217 0.5256 0.6768 NaN 0.8492 0.6973 

DPC 0.4250 -0.0867 0.6419 0.6988 0.8462 0.6943 
CDPC 0.3496 -0.0867 0.6419 0.6988 0.8462 0.6943 

 
Table 6. F-measure index in different datasets 

 

Clustering algorithms  F-measure 
Flame Spiral Aggregation D1 Iris Wine 

K-Means 0.7006 0.3276 0.7829 0.9745 0.8207 0.5835 
AP 0.7645 0.3335 0.7637 0.5874 0.7642 0.6029 

DPC 1 1 1 1 0.7715 0.5892 
CDPC 0.9945 1 1 1 0.7715 0.5892 

 

  
(a) (b) 

  

  
(c) (d) 

 
Fig. 3. Identify outliers accurately in Flame dataset by CDPC: (a) K-Means  (cluster1 is blue, cluster 2 is yellow), (b) AP (cluster1 is blue, 

cluster 2 is black), (c) DPC (cluster1 is green, cluster 2 is brown), (d) CDPC (cluster1 is yellow, cluster 2 is brown, outliers is blue) 
 

CDPC is superior to the DPC in the γ graph. 
Regarding the γ figure, in Fig. 2, we can easily find 
that the number of cluster center points can not be 
clearly judged in the decision figure of DPC 
algorithm. The CDPC algorithm can get the correct 
number of cluster center points very clearly by γ 
graph. CDPC algorithm has the ability to accurately 
identify outliers compared with DPC、K-Means and 

AP algorithms. It can divide the outliers in the dataset 
into one class, namely the outliers cluster class, as 
shown in Fig. 3. For the CDPC algorithm, the cluster 
center points of outlier cluster can be successfully 
identified. In DPC algorithm, the outliers usually have 
larger δ values and smaller local densities. The γ 
values corresponding to the outliers are similar to the 
γ values of the points in other non-clustered centers, 
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which leads to the outliers being automatically divided 
into the normal clusters during clustering. But in the 
CDPC algorithm, the γ value of the cluster center of 
the abnormal point cluster class is amplified. The 

cluster center of the corresponding abnormal point 
cluster class will be recognized, so as to achieve the 
purpose of identifying the abnormal point. The details 
are shown in Fig. 5. 

 

  
(a) (b) 

  
  

  
(c) (d) 

 
Fig. 4. Clustering results of the DPC and CDPC: (a) clustering result on Spiral by DPC (cluster1 is green,cluster 2 is red, cluster 3 is 

purple), (b) clustering result on Spiral by CDPC (cluster1 is blue,cluster 2 is yellow, cluster 3 is brown), (c) clustering result on 
Aggregation by DPC (cluster1 is blue,cluster 2 is yellow, cluste r 3 is purple, cluster 4 is red,cluster 5 is black, cluster 6 is light yellow, 
cluster 7 is light blue), (d) clustering result on Aggregation by CDPC (cluster1 is blue,cluster 2 is yellow, cluster 3 is purple, cluster 4 is 

red,cluster 5 is brown, cluster 6 is light yellow, cluster 7 is light blue) 
 

  
(a) (b) 

 1860 
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(c) (d) 

 
Fig. 5. Outliers identification on Flame dataset: (a) decision graph of DPC, (b) γ graph of DPC,  

(c) decision graph of CDPC, (d) γ graph of CDPC 
 
3.5. Application of the analysis to air quality of 
Changchun  

 
For analyzing the construction of the smart 

environment in Changchun during the development 
and construction of the smart city. And then evaluate 
the construction of the intelligent city in Changchun. 
In this paper, air quality data from 2015 to 2019 were 
obtained from Changchun air quality monitoring 
bureau. Air quality was analyzed by AQI, PM2.5, 
PM10, SO2, NO2 and O3.  

In this paper, air quality is divided into five 
grades of “excellent”, “good”, “light pollution”, 
“moderate pollution” and “heavy pollution”, and 
marked as “1”, “2”, “3”, “4” and “5” respectively. 
Through data preprocessing, data with values of 0 and 
larger values in the data were eliminated to avoid 
affecting the overall clustering results. In this way, the 
relationship between air quality and the construction 
of a smart city in Changchun in the past five years can 
be better analyzed. The dataset information after 
pretreatment in this paper is shown in Table 7. 
 
3.6. Air quality clustering results analysis 

 
By clustering the air quality data of Changchun 

from 2015 to 2019 by CDPC algorithm, the clustering 
results shown in Table 8 are obtained. The air quality 
data of Changchun from 2015 to 2019 were clustered 
by the CDPC algorithm, and the clustering results are 
shown in Table 8. We classify the clustering results 
into five levels, namely “excellent”, “good”, “light 
pollution”, “moderate pollutin” and “heavy pollution”. 
The data in the table are respectively the number of 
days of air quality level in each year.  

As can be seen from the Table 8, except for the 
large proportion of light, moderate and heavy air 
pollution days in 2015, the remaining years are 
relatively small. This shows that the air quality in the 
last five years is in a good state on the whole. It can be 

seen from Fig. 6, the days of air quality in “light 
pollution”, “moderate pollution” and “heavy 
pollution” are in the overall downward trend. Air 
quality in the “good” days are on the rise. Air quality 
in the “excellent” days between 2015 and 2017 
showed an upward trend, but there was a downward 
trend between 2017 and 2019 years. Even in 2019, the 
number of days in which air quality was “excellent” 
fell to almost the same level as in 2015. It can be seen 
from this that in the process of developing and 
building a smart city, Changchun has better control 
over air pollution and good air quality, but it is not 
strict to control the excellent air quality.  

On the whole, the construction of the smart 
environment is in good condition, so we can know that 
the construction of the smart city in Changchun is 
more successful. Through the analysis of the above 
results, at the macro level, we will put forward the 
following suggestions for the construction of smart 
environment in Changchun in the process of building 
smart city: It is hoped that the Changchun municipal 
government can strengthen the control of the situation 
that the air quality is “excellent”. Meanwhile, maintain 
the growth trend of the air quality is “good”, increase 
the proportion of the excellent air quality, strive to 
eliminate the air pollution, and then accelerate the 
construction speed of the smart city in Changchun. 

At the micro level, through the clustering 
analysis of Changchun city air quality in the past five 
years, this paper gives some reasonable suggestions 
for Changchun to build a smart city: (1) reducing the 
development of heavy industry and strengthening 
environmental governance; (2) increasing the 
investment and development of Changchun tertiary 
industry and reducing the mining and use of coal; (3) 
Changchun city is a cold area, so it should invest more 
in the research and development of new energy and 
make use of new energy to heat the city; (4) increasing 
the urban green building area, reduce the burning of 
straw, etc. 
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Table 7. Air quality data of Changchun from 2015 to 2019 
 

Date AQI PM2.5 PM10 SO2 NO2 O3 
2015.1.01 82 60 83 97 34 43 
2015.1.02 94 70 91 83 36 48 
2015.1.03 58 42 64 86 37 47 
2015.1.04 204 154 187 99 68 41 
2015.1.05 99 59 149 70 38 49 
2015.1.06 61 30 72 69 31 55 
2015.1.07 103 77 115 85 49 44 
2015.1.08 132 101 142 82 54 46 
2015.1.09 159 121 160 118 66 39 
2015.1.10 185 140 186 146 71 36 
2015.1.11 174 132 167 104 59 48 
2015.1.12 155 118 146 82 52 54 
2015.1.13 121 92 111 93 52 55 
2015.1.14 253 203 249 120 67 27 
2015.1.15 140 107 139 107 53 50 
2015.1.16 85 63 86 91 41 55 
2015.1.17 66 47 82 67 38 57 
2015.1.18 76 56 77 81 42 53 
2015.1.19 143 110 133 98 57 62 
2015.1.20 124 94 118 86 55 65 

... ... ... ... ... ... ... 
2019.12.12 52 36 47 16 34 48 
2019.12.13 60 43 50 19 41 38 
2019.12.14 87 64 73 17 48 31 
2019.12.15 44 30 44 16 33 39 
2019.12.16 46 32 36 15 33 42 
2019.12.17 60 43 42 14 33 46 
2019.12.18 73 53 58 19 47 38 
2019.12.19 104 78 76 20 50 38 
2019.12.20 58 41 47 21 42 45 
2019.12.21 67 48 52 19 41 48 
2019.12.22 105 79 79 27 58 33 
2019.12.23 269 219 207 34 80 30 
2019.12.24 193 145 150 26 63 44 
2019.12.25 195 146 141 28 61 51 
2019.12.26 279 229 221 30 81 30 
2019.12.27 168 127 138 26 57 56 
2019.12.28 195 146 155 38 72 27 
2019.12.29 145 111 129 29 48 36 
2019.12.30 69 50 59 23 34 49 
2019.12.31 55 39 50 24 34 47 

 
Table 8. Clustering results of air quality in 2015-2019 

 

Year  Air quality indicators 
Excellent Good Light pollution Moderate pollution Heavy pollution 

2015 52 147 93 22 50 
2016 60 215 61 22 9 
2017 65 236 35 21 6 
2018 125 208 12 0 11 
2019 127 150 38 29 21 

 
4. Conclusions 

 
In this paper, we propose an analysis of air quality 
with density peak clustering algorithm and coulomb 
force theory (CDPC). We can use the proposed cluster 
model to perform analysis on air quality in the process 
of building a smart city in Changchun. This algorithm 
uses Coulomb force theory to calculate the similarity 
between data points, further calculate the weighted 
sum of each data point to the similarity of other data 

points in the dataset and then update the decision 
diagram.  

Meanwhile, the calculation method of 
parameter γ value is further improved to update the γ 
graph with the identification of low density data 
points. Therefore, CDPC algorithm can be used to 
analyze the air quality data of changchun in recent five 
years, so as to produce better decision graph and γ 
graph to better identify the clustering center and 
abnormal points of data. 
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Fig. 6. The bar chart of air quality clustering results in 2015-2019 
 

The experimental results on synthetic and real-
world datasets show that the CDPC algorithm 
performs better than DPC and other algorithms. In the 
process of testing algorithm performance, we only 
compared the three most advanced algorithms. If the 
comparison can be added to more algorithms and data 
sets, the clustering performance of the algorithm can 
be better illustrated. The CDPC algorithm provides a 
new technology support for the construction of air 
quality in smart cities, and has a certain use value to 
provide reliable intellectual support for the innovation 
drive of smart cities. 

We can also have a good conclusion that the air 
quality construction of smart city of Changchun in the 
past five years, more and more days have good or 
excellent air quality. In the future, we will use the 
optimization algorithm to optimize the parameters of 
the CDPC algorithm to establish a more reasonable 
and effective analysis model, so as to quickly and 
accurately obtain the optimal clustering results of 
urban air indicators and urban water pollution and 
other data. 
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